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Abstract Self-supervised graph representation learning has recently shown considerable promise in a range

of fields, including bioinformatics and social networks. A large number of graph contrastive learning ap-

proaches have shown promising performance for representation learning on graphs, which train models by

maximizing agreement between original graphs and their augmented views (i.e., positive views). Unfortu-

nately, these methods usually involve pre-defined augmentation strategies based on the knowledge of human

experts. Moreover, these strategies may fail to generate challenging positive views to provide sufficient super-

vision signals. In this paper, we present a novel approach named Graph Pooling ContraSt (GPS) to address

these issues. Motivated by the fact that graph pooling can adaptively coarsen the graph with the removal

of redundancy, we rethink graph pooling and leverage it to automatically generate multi-scale positive views

with varying emphasis on providing challenging positives and preserving semantics, i.e., strongly-augmented

view and weakly-augmented view. Then, we incorporate both views into a joint contrastive learning frame-

work with similarity learning and consistency learning, where our pooling module is adversarially trained

with respect to the encoder for adversarial robustness. Experiments on twelve datasets on both graph clas-

sification and transfer learning tasks verify the superiority of the proposed method over its counterparts.
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1 Introduction

With the prevalence of graph-structured data [6,7,62,63,67], it is vital to develop effective representations

of whole graphs for various real-world applications such as protein/molecular property prediction [25,30],

drug discovery [19,34,50], traffic forecasting [11,48,76], and recommender systems [46,47,64]. Graph neu-

ral networks have recently emerged as powerful tools for learning graph representations in fully-supervised

or semi-supervised scenarios [27, 32, 40, 72]. However, obtaining a large number of label annotations is

often challenging, particularly in highly specialized domains such as biochemistry [19]. While the number

of labeled graphs may be restricted, unlabeled graphs are quite straightforward to acquire in practice.

Hence, plenty of efforts have been directed towards self-supervised graph representation learning, which

explores unlabeled graphs to alleviate the dependency on massive label annotations.
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Motivated by the recent progress in computer vision [8, 21] and recommender systems [66, 69, 77], re-

cent researches attempt to integrate contrastive learning to representation learning in the graph machine

learning [9, 20, 54, 60, 74]. The primary principle underlying graph contrastive learning (GCL) meth-

ods is to maximize the Mutual Information (MI) [39] between the input graph and its representation.

Specifically, these approaches anticipate that a graph has a representation which is similar to its own aug-

mented view and distinct from other graphs. Thus, these methods can provide discriminative graph-level

representations, which are beneficial for a variety of downstream applications.

Despite their superior performance, existing self-supervised methods rely on handcrafted augmentation

strategies to provide positive views for comparison. Common strategies include node dropping, edge per-

turbation, attribute masking, graph diffusion [20] and subgraph [74]. These handcrafted strategies, how-

ever, have the following drawbacks. First, current methods are inconvenient to apply to different datasets

since they require expert knowledge to select appropriate strategies for preserving semantics. Edge per-

turbation, for example, has been empirically demonstrated to benefit social networks but harm certain

biological molecules, while node dropping and subgraph are typically beneficial across datasets [74]. More-

over, when dealing with datasets from unknown domains, we may require extensive trials to determine

the appropriate augmentation strategies, making it inefficient for practical applications. Second, these

pre-defined strategies could fall short of generating challenging positive views to provide sufficient super-

vision signals. In particular, we expect that augmented samples can fully discard redundant information

from different perspectives, implying the representations of challenging positives are far from those of

the original graphs. If the augmented views are close to the original samples, the representation collapse

may even occur, resulting in trivial outputs.

Graph pooling is another central area of research for graph representation learning, which is originated

from the traditional convolutional neural network for extracting information efficiently. Graph pooling

can be divided into topk-based methods [12,36] and cluster-based methods [49,72], which can effectively

learn to reduce the redundant information while preserving semantics. Specifically, they either select

important nodes from the original graph or group nodes into clusters and coarsen the graph. To sum

up, graph pooling has the potential to improve graph contrastive learning since it can adaptively remove

the redundancy of the graph from different perspectives. However, existing researches typically study

different pooling manners in supervised scenarios [55]. It is still unclear how to integrate graph pooling

methods into graph contrastive learning by automatically providing effective augmented views.

In this paper, we propose a novel approach named GPS by leveraging learnable graph pooling to

generate positive views for effective contrastive learning. Apart from introducing a graph encoder for

producing effective graph representations, we involve two graph pooling modules to generate positive

views with different emphases on providing challenging positives and preserving semantics, i.e., strongly-

augmented view and weakly-augmented view. On the one hand, we directly maximize the similarity of

a graph and its weakly-augmented view in a hard manner. On the other hand, we explore the semantics

involved in strongly-augmented views by consistency learning between the similarity of two views in a

soft manner. Further, our two pooling modules are adversarially trained with the graph encoder for

adversarial robustness and efficiency. Finally, we conduct extensive experiments to empirically validate

the effectiveness of our proposed approach GPS, validating the superiority over state-of-the-art baselines

on graph classification and transfer learning tasks.

2 Related Work

Graph Representation Learning aims to learn effective representations of graph topology and node

attributes, which can be categorized into matrix factorization-based, random walk-based, and neural

network-based. Matrix factorization-based methods [2,5] directly adopt classic techniques for dimension

reduction. Random walk-based methods such as DeepWalk [44] and node2vec [15] model probabilities

of co-occurrence pairs using noise-contrastive estimation [17]. Neural network-based methods, especially

graph neural networks (GNNs), have attracted increasing interest in recent years. With the develop-
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ment of representation learning, various GNNs [7, 10, 16, 31, 41, 62, 67, 79] have achieved state-of-the-art

performance. Generally, a GNN shares a common spirit: extracting local structural features by message

passing [13,28] where nodes iteratively aggregate messages from neighboring nodes through edges. With

GPS, besides learning effective graph representations derived from GNNs, we also benefit from graph

pooling to automatically generate multi-scale view augmentations.

Contrastive Learning on Graphs has become a dominant component in self-supervised learning on

graphs. Inspired by previous success in visual representation learning, some recent works [29,54,59,71,74,

78] marry the power of contrastive learning and GNNs, and have shown competitive performance. The

key idea of these methods is to maximize the agreement between semantics-invariant transformations

of the graphs. GCA [78] generates different views by incorporating various priors for graph topology

and semantics. GraphCL [74] explores the augmentations from the aspects of node dropping, edge

perturbation, attribute masking, and subgraph sampling. However, existing works typically involve

inflexible and pre-defined augmentation strategies based on the knowledge of human experts, while our

approach leverages learnable multi-scale graph pooling to generate positive views for contrastive learning.

Graph Pooling is a central component of a range of graph neural network architectures [12,36,49,65,72].

It is originated from the traditional convolutional neural networks (CNNs) and reduces the number of

parameters of CNNs by downsampling and summarizing from the representations, which makes the

training process highly efficient. Similarly, some studies try to generalize pooling operations to graphs

for extracting effective information of the whole graph hierarchically, and these graph pooling methods

can be boiled down to two categories: TopK-based pooling and cluster-based pooling.

TopK-based Pooling aims to select the most important nodes from the original graph and use these

nodes to construct a new graph. SAGPool [36] leverages the self-attention mechanism [57] to select nodes

by considering both node features and graph topology. In gPool [12], the nodes are selected via mapping

the node feature into the importance scores. They share a similar idea to learn a sorting vector based on

node representations using GNNs, which indicates the importance of different nodes.

Cluster-based Pooling tries to utilize an assignment matrix to achieve pooling by assigning nodes

to different clusters and coarsen the graph hierarchically. DiffPool [72] treats graph pooling as a node

clustering problem and introduces a differentiable pooling module to decide the pooled graph topology.

ASAP [49] learns a sparse soft cluster assignment for nodes to cluster local subgraphs hierarchically for

effectively capturing the graph substructure.

Our framework rethinks the powerful capability of graph pooling and makes the first attempt to

leverage learnable graph pooling to derive augmented views in an adversarial manner.

3 Methodology

In this section, we propose GPS, a novel graph contrastive learning method, and the overall architecture

is shown in Figure 1. The positive views play a critical role in graph contrastive learning and deserve a

careful design. Previous methods usually generate positive views by handcrafted augmentation strategies,

which require expert knowledge and fail to generate challenging positives for providing sufficient super-

vision signals. To address these problems, we leverage graph pooling techniques to construct positive

views with a varying focus on challenging positives and semantic preservation, i.e., strongly-augmented

view and weakly-augmented view, respectively. We also develop a unified graph contrastive learning

framework including similarity learning and consistency learning to make the best of two views, with our

graph pooling modules being adversarially trained with respect to the graph encoder. Next, we will go

into the specific components of our proposed GPS.

3.1 Preliminaries and Notations

Definition 1: Graph. Define a graph as G = (V,E,X,A), where V represents the node set and E

represents the edge set. X ∈ R|V |×d0 is the node feature matrix (i.e., the v-th row of X is the feature

vector xv of v-th node) and A ∈ R|V |×|V | denotes the adjacent matrix of the graph.
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Figure 1 Illustration of the proposed framework GPS. We first generate two positive views via our two pooling modules.

Then, the two augmented views are fed into the online network while the original graph is fed into the target network. Our

contrastive learning framework captures similarity learning and consistency learning, where the graph pooling modules are

adversarially trained with respect to the encoder.

Definition 2: Unsupervised Graph Representation Learning. Given a set of unlabeled graphs

S = {G1, · · · ,GM}, the primary objective is to develop a graph encoder that can generate an embedding

vector zm ∈ Rd for each graph Gm, without relying on any label information. These learned graph

embeddings {z1, · · · zM} will be applied for downstream tasks such as graph classification.

3.2 GNN-based Encoder

We mainly utilize graph neural networks (GNNs) as our graph encoder due to their superior performance.

GNNs typically follow the message-passing scheme to encode the structural and attributive information

into node representations [13]. In particular, the propagation of the k-th layer of a K-layer GNN is

described as follows:

h(k)
v = COM

(k)
θ

(
h(k−1)
v ,AGG

(k)
θ

({
h(k−1)
u

}
u∈S(v)

))
, (1)

where h
(k)
v represents the embedding of node v at layer k, and S(v) is the neighbors of v. AGG

(k)
θ is a

function that aggregates information from neighbors, COM
(k)
θ is a function that updates node features by

combining the neighbor features and the feature of the node itself. Finally, the graph-level representation

gθ (G) is learned from node-level representations through a READOUT function, calculated as:

gθ (G) = READOUT

({
h(K)
v

}
v∈V

)
, (2)

where READOUT could be a straightforward permutation invariant approach such as averaging or a

more well-designed graph-level pooling function like connected layers [13].

3.3 Graph Pooling Module

Different from previous methods which introduce pre-defined augmentations to generate positive views,

we leverage learnable graph pooling to generate augmented views adaptively and automatically. In

formulation, we generate positive views as follows:

Gpool = Pool(G, ρ), (3)

where ρ denotes the ratio of nodes to be kept. There are several advanced graph pooling methods to

construct Pool(·, ρ), which can be divided into two categories as shown in Figure 2. Next, we introduce

the details of these two categories in our framework respectively.
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Figure 2 Illustration of the graph pooling methods.

TopK-based Pooling. In TopK-based pooling methods [12, 36], attention mechanisms are typically

adopted for adaptively selecting the nodes to be kept. In our implementation, we involve a graph encoder

to generate self-attention scores Z ∈ R|V |×1 for all nodes. Then, we select the top ⌈ρ|V |⌉ nodes based on

the value of Z to generate an index set idx. The calculation considers both topological information and

node attributes. Finally, the pooled graph Gpool are denoted as follows:

Xpool = Xidx,: ⊙ Zidx, Apool = Aidx,idx, (4)

where Xidx,: denotes the node-wise indexed feature matrix, ⊙ denotes the broadcasted element-wise

product and Aidx,idx denotes the row-wise and column-wise indexed adjacency matrix. The pooled

vertex and edge set can be inferred from X and A.

Cluster-based Pooling. Cluster-based methods [49,72] leverage graph clustering to coarsen the input

graph. In our framework, we reutilize this idea and generate a cluster assignment matrix S ∈ R|V |×⌈ρ|V |⌉,

where each row corresponds to one node while each column corresponds to one cluster. Formally, the

pooled graph Gpool can be denoted as follows:

Xpool = STX,Apool = STAS, (5)

where Xi,: denotes embedding of the i-th cluster and Aij denotes the the connectivity strength between

cluster i and cluster j. We generate the cluster assignment in an adaptive manner. Following [72], we

generate S by another learnable graph neural network with a softmax activation function.

3.4 Contrastive Learning Framework

In the contrastive learning framework, a critical issue is how to generate positive views for input graphs.

On the one hand, we need to generate augmented views with the most removal of redundant information.

Hence, their representations should be far from these input graphs for generating challenging views

and providing sufficient supervision signals for contrastive tasks, which could prevent representation

collapse during optimization. On the other hand, augmented graphs should preserve crucial semantic

information. Since there is a trade-off between challenging positives and semantic preserving, we generate

a strongly-augmented view and a weakly-augmented view for different emphases. Formally, we introduce

two different ratios ρ1 > ρ2 for two augmented views Gwpool = Pool(G, ρ1) and Gspool = Pool(G, ρ2). Then,
we leverage different patterns to explore information from two views.

Motivation for introducing Strongly-augmented View and Weakly-augmented View. Mo-

tivated by [61], we introduce two different ratios ρ for two augmented views via graph pooling. We

encourage to capture different semantic information from the two complementary views, and expect the

patterns embedded in strong-augmented views could contribute to contrastive learning by enhancing the
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generalizability of learned representations. To the best of our knowledge, this could be the first work to

introduce weak and strong augmentations into the graph domains.

Similarity Learning for Weakly-augmented Views. Our weakly-augmented views focus on preserv-

ing semantic information, and thus we propose a contrastive task in a hard manner. Previous approaches

tend to bring different views of the same instance closer while pushing views of different samples further

away [8, 21]. In comparison, the latest contrastive learning method BYOL [14] relies only on positive

views and achieves superior performance. Inspired by this, we introduce an online encoder pθ and a

target encoder pϕ sharing the same architecture. Moreover, an additional predictor qθ is applied to the

online network, which implies an asymmetric architecture. Then, we feed the original graph G and weakly

augmented graph Gwpool into the target encoder and online encoder respectively, producing the represen-

tations z = pϕ(G) and hw = qθ(pθ(Gwpool)). We minimize the cosine distance of two representations and

the total loss in a batch B (|B| = B) is:

LSL =
1

B

∑
G∈B

1− z · hw

||z||2||hw||2
. (6)

Consistency Learning for Strongly-augmented Views. Our strongly-augmented views are aggres-

sive since strong augmentation could distort topological patterns and attributes. Hence, directly doing

contrastive learning, which employs a “hard” manner to achieve alignment from two views may lead to

sub-optimal results. Nevertheless, strongly-augmented views can still provide some useful clues such as

important motifs or subgraphs. To make the best of these clues, we develop a novel consistency learning

(i.e., distributional divergence minimization) to achieve semantics consistency in a “soft” way by consid-

ering the relation of each point to samples in the same batch. Formally, after obtaining representations

of strongly-augmented graphs, i.e. hs = qθ(pθ(Gspool)), the similarity distribution of strongly-augmented

views can be calculated by comparison with other graphs in a mini-batch as:

µb =
exp (cos (hs, zb) /τ)∑

Gb′∈B exp (cos (hs, zb′) /τ)
, (7)

where zb denotes the b-th representation in the mini-batch, τ is a temperature parameter set to be 0.5 as

in [73] and cos(·, ·) denotes the cosine similarity. In a similar way, the distribution of weakly-augmented

graphs can be written as follows:

νb =
exp (cos (hw, zb) /τ)∑

Gb′∈B exp (cos (hw, zb′) /τ)
. (8)

Instead of hard similarity learning, we encourage the consistency between two distributions µ =

[µ1, · · · , µB ]and v = [ν1, · · · , νB ] using Kullback-Leibler (KL) divergence. In formulation, the consis-

tency learning loss is written as:

LCL =
1

B

∑
G∈B

1

2
(DKL(µ||ν) +DKL(ν||µ)), (9)

where DKL(·||·) denotes the KL divergence of two distributions. Instead of directly enforcing view hs

close to z, we propose a soft contrastive task to keep the similarity structure consistent. In this way, we

explore information in strongly-augmented views while alleviating the impacts of semantic loss.

Adversarial Learning for Robustness. Adversarial training has shown great success in improving

the model robustness [26,35]. In this inspirit, we leverage adversarial learning to train the graph pooling

module for generating effective positive views, aiming to produce augmented graphs that are distinct

from the original ones while preserving their semantic information. This way maximally enhances the

optimization of contrastive learning, facilitating the learning of discriminative graph representations.

Specifically, the graph pooling module is trained against the graph encoder module in an adversarial

manner. The adversarial objective for weakly-augmented views is formulated in a minimax form as:

min
θ

max
ωw
LSL(θ, ωw), (10)
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Algorithm 1 Training procedure of GPS

Input: Unlabeled data {G1, · · · ,GM}, encoder parameter θ, momentum parameter ϕ, graph pooling

module ωw and ωs.

Output: Momentum graph encoder gϕ.

1: Initialize θ, ϕ, ωw and ωs.

2: while not convergence do

3: Sample B graphs for B;
4: Generate Gwpool and Gspool for G ∈ S ;

5: Calculate the similarity learning loss by Eq. (6)

6: Calculate the consistency learning loss by Eq. (9)

7: Update θ, ωw and ωs by Eq. (13);

8: Updating ϕ by momentum update in Eq. (14).

9: end while

where ωw denotes the parameters in the graph pooling module for weak augmentations. From Eq. (10),

we can observe that the graph encoder and the graph pooling module are two mutually interacted. On

the one hand, the graph pooling module is trained to generate complex and robust views for effective

representations. On the other hand, the graph encoder is optimized to continuously enhance the dis-

crimination ability by minimizing the distance between input and its challenging and robust positive

views. Unfortunately, directly minimizing the objective function as in Eq. (10) is nontrivial to find a

saddle point solution. Following the optimization scheme in adversarial networks [3], we employ a pair

of gradient descent and gradient ascent applied to update parameters in the graph encoder and graph

pooling module, respectively. Formally, the updating process can be formulated as:
ωw ←− ωw + η

∂LSL(θ, ωw)

∂ωw

θ ←− θ − η
∂LSL(θ, ωw)

∂θ
,

(11)

where η denotes the learning rate. As for strongly-augmented views, we leverage a consistency learning

objective instead of a similarity learning objective to train the graph pooling module, since we seek to

release the bias bought by weakly-augmented views. As a result, the optimization scheme is defined as:
ωs ←− ωs + η

∂LCL(θ, ωs)

∂ωs

θ ←− θ − η
∂LCL(θ, ωw, ωs)

∂θ
,

(12)

where ωs denotes the parameters in the graph pooling module for strong augmentations. The updated

rules in Eq. (11) and (12) are summarized in a mini-batch for back-propagation updating as:

ωw ←− ωw + η
∂LSL(θ, ωw)

∂ωw

ωs ←− ωs + η
∂LCL(θ, ωs)

∂ωs

θ ←− θ − η
∂LSL(θ, ωw)/∂θ + ∂LCL(θ, ωw, ωs)

∂θ
.

(13)

Empirical convergence can be obtained in our experiments, in accordance with the findings of other

adversarial models [26,35]. The momentum update is adopted in the graph encoding branch as:

ϕ← γϕ+ (1− γ)θ, (14)

here, we set the momentum coefficient γ to 0.99 following [21]. The parameters ϕ undergo smooth

evolution through momentum updates to enhance optimization stability. The training procedure of the

algorithm is shown in Algorithm 1.
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Table 1 Performance of unsupervised learning on bioinformatics and social network classification over five runs (Averaged

accuracy with standard deviation).

Method MUTAG PROTEINS NCI1 IMDB-B IMDB-M REDDIT-M-5K

S
u
p
er
v
is
ed GraphSage 85.1 ± 7.6 75.3 ± 2.4 77.7 ± 1.5 72.3 ± 5.3 50.9 ± 2.2 43.8 ± 3.2

GCN 85.6 ± 5.8 75.2 ± 3.6 80.2 ± 2.0 74.0 ± 3.4 51.9 ± 3.8 20.0 ± 0.0

GIN 89.4 ± 5.6 76.2 ± 2.8 82.7 ± 1.7 75.1 ± 5.1 52.3 ± 2.8 57.6 ± 1.5

GAT 89.4 ± 6.1 74.7 ± 4.0 66.6 ± 2.2 70.5 ± 2.3 47.8 ± 3.1 45.9 ± 0.1

K
er
n
el SP 85.2 ± 2.4 − 73.5 ± 0.1 55.6 ± 0.2 38.0 ± 0.3 39.6 ± 0.2

GK 81.7 ± 2.1 − 66.0 ± 0.1 65.9 ± 1.0 43.9 ± 0.4 41.0 ± 0.2

WL 80.7 ± 3.0 72.9 ± 0.6 − 72.3 ± 3.4 47.0 ± 0.5 46.1 ± 0.2

U
n
su
p
er
v
is
ed

Node2Vec 72.6 ± 10.2 57.5 ± 3.6 54.9 ± 1.6 50.2 ± 0.9 36.0 ± 0.7 −
Sub2Vec 61.1 ± 15.8 53.0 ± 5.6 52.8 ± 1.5 55.3 ± 1.5 36.7 ± 0.8 36.7 ± 0.4

Graph2Vec 83.2 ± 9.6 73.3 ± 2.1 73.2 ± 1.8 71.1 ± 0.5 46.3 ± 1.4 47.9 ±0 .3

InfoGraph 89.0 ± 1.1 74.4 ± 0.3 76.2 ± 1.1 71.1 ± 0.9 49.7 ± 0.5 53.5 ± 1.0

GraphCL 86.8 ± 1.3 74.4 ± 0.5 77.9 ± 0.4 71.1 ± 0.4 48.5 ± 0.6 56.0 ± 0.3

JOAO 87.3 ± 1.0 74.6 ± 0.4 78.1 ± 0.5 70.2 ± 3.1 − 55.7 ± 0.6

AD-GCL 89.3 ± 1.5 73.6 ± 0.7 69.7 ± 0.5 71.6 ± 1.0 49.0 ± 0.5 54.9 ± 0.4

SimGRACE 89.1 ± 1.4 74.9 ± 0.7 79.1 ± 0.5 71.6 ± 0.7 48.7 ± 0.7 55.9 ± 0.4

GraphCLA 89.3 ± 0.4 74.5 ± 0.6 73.0 ± 0.6 72.3 ± 0.5 49.5 ± 0.4 −
GPS-TopK (Ours) 89.9 ± 0.7 75.1 ± 0.4 79.1 ± 0.6 73.5 ± 0.7 51.4 ± 0.6 56.3 ± 0.2

GPS-Cluster (Ours) 89.5 ± 1.2 74.7 ± 0.5 79.5 ± 0.4 73.8 ± 1.1 51.7 ± 0.5 55.9 ± 0.4

4 Experiment

4.1 Experimental Setup

Datasets. We evaluate our proposed GPS on two tasks: graph classification and transfer learning tasks

on twelve datasets from TU datasets [42] and Open Graph Benchmark (OGB) datasets [22]. For TU

datasets, we adopt three bioinformatics datasets (MUTAG, PROTEINS, NCI1) and three social network

datasets (IMDB-B, IMDB-M, REDDIT-M-5K) for the graph classification task. For OGB datasets,

we select six molecular datasets (BBBP, ToxCast, ClinTox, BACE, HIV, MUV) for molecular property

prediction under transfer learning settings.

Baselines. We conduct a comprehensive comparison of our GPS with three distinct groups of meth-

ods: (1) Supervised methods including GraphSage [18], GCN [33], GIN [70] and GAT [58]; (2) Kernel

methods including Shortest Path Kernel (SP) [4], Graphlet Kernel (GK) [52], Weisfeiler-Lehman Ker-

nel (WL) [51]; (3) Unsupervised methods including Node2vec [15], Sub2Vec [1], Graph2Vec [43], Info-

Graph [54], GraphCL [74], JOAO [73], AD-GCL [56], SimGRACE [68], and GraphCLA [45].

Implementation Details. For our approach, we use a 2-layer GIN [70] as our GNN-based encoder. We

set the hidden dimension of GIN as 512 and the number of training epochs as 50. The batch size is set

to 128. The ratios in graph pooling modules are set to 0.4 and 0.9 for the strongly-augmented view and

weakly-augmented view, respectively. These two hyper-parameters will be discussed in Section 4.4.

4.2 Experimental Results

As shown in Table 1, we evaluate the effectiveness of our GPS for graph classification, compared to

various baselines. We can draw the following conclusions:

• Overall, from the results, it can be observed that our proposed model GPS shows superior perfor-

mance across all six datasets. GPS consistently performs better than other unsupervised baselines by a
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Figure 3 Performance of ablation study of several model variants (in %) on all six datasets.

significant margin. The strong performance demonstrates the effectiveness of the proposed multi-scale

pooling framework for effective graph contrastive learning.

• A general observation is that supervised algorithms still have the highest performance. Interestingly,

even compared with the supervised ones, our approach GPS achieves competitive performance in 5 out of

6 datasets and outperforms supervised results on dataset MUTAG. Moreover, among all the supervised

algorithms, we can see that GIN consistently outperforms other GNN models on all datasets, which

verifies the superiority of GIN with strong representation capability. This justifies the reason why we

choose GIN as the base GNN-based encoder.

• The performance of traditional kernel methods is inferior to most unsupervised methods, which

suggests that these methods may be ineffective in capturing effective information of the graph topology

and node attributes. Moreover, the features derived from kernel methods are typically heuristic, which

leads to worse generalization ability and sub-optimal performance.

• By integrating the idea of contrastive learning into GNNs, recent state-of-the-art methods (Info-

Graph, GraphCL, JOAO, AD-GCL, SimGRACE, and GraphCLA) have obtained high enough perfor-

mance, which pushes away the other unsupervised baselines (Node2Vec, Sub2Vec, Graph2Vec), suffi-

ciently showing the superiority of instance discrimination principle in the contrastive learning.

• Among two variants based on different graph pooling techniques, we can see that GPS-TopK and

GPS-Cluster stand out as two robust variants. They achieve top-tier or competitive performance across

all datasets. Compared to existing state-of-the-arts, their superior results validate the effectiveness of our

framework, which explores learnable graph pooling to derive augmented views in an adversarial manner.

4.3 Ablation Study

Then, we compare GPS with its three variants to validate the effectiveness of each component.

• GPS w/o weak: We remove the weakly-augmented view and train the model with similarity

learning using the strongly-augmented view since consistency learning requires both views.

• GPS w/o strong (LCL): We remove the strongly-augmented view and the model is simply trained

with similarity learning using the weakly-augmented view.

• GPS w/o LSL: We remove the similarity learning loss and the model is simply trained with

consistency learning using both views.

• GPS w/o adv: We remove the adversarial learning in the graph pooling modules. The pooling

modules are updated with gradient descent along with the encoder.
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Figure 4 Analysis of graph pooling ratio on IMDB-B.

We compare the performance of different variants and then plot the results in Figure 3. From the

figure, we can draw the following conclusions. First, the results of GPS are consistently better than

all the other four variants, indicating that both our multi-scale graph pooling and adversarial learning

are effective for graph contrastive learning. Second, the results of GPS w/o weak and GPS w/o strong

are usually inferior to GPS w/o adv on most datasets, which verifies the usefulness of the two view

augmentations. Third, GPS w/o strong is generally better than GPS w/o weak on most datasets, which

implies that weakly-augmented views as well as similarity learning play a more important role in this

framework. Fourth, we observe that removing the strongly-augmented view is equivalent to removing

LCL. It can be noticed that regardless of which loss is removed (GPS w/o strong (LCL) or GPS w/o

LSL), the performance of our proposed method deteriorates significantly, demonstrating the significance

of our proposed diverse losses. Additionally, GPS w/o LSL outperforms LCL in five out of six datasets,

highlighting the importance of emphasizing strongly-augmented and weakly-augmented views for learning

discriminative graph representations.

4.4 Sensitivity Analysis

In this section, we investigate the sensitivity of parameters graph pooling ratio ρ and batch size B.

Analysis of graph pooling ratio. We test the effect of the graph pooling ratio ρ, which controls

the ratio of the augmented graph. We vary ρ1 and ρ2 as {0.1, 0.2, 0.3, 0.4, 0.5} and {0.5, 0.6, 0.7, 0.8, 0.9},
respectively. The results of our two variants on IMDB-B are shown in Figure 4. We can observe that for

two variants, generally, with the decrease of ρ1 or ρ2 while the other ratio is fixed, the performance tends

to decrease slowly. Maybe the reason is that the small ratio of graph pooling prone to distort topological

patterns and attributes. However, note that for GPS-TopK, the performance difference caused by different

parameter combinations is less than 0.01, and for GPS-Cluster, the performance is relatively stable when

the parameters are not too large or small, as shown in the plateau in the Figure 4 (b). We conjecture that

it is beneficial to performance via generating augmented views with the removal of redundant information

and preserving semantics in an adversarial way. We hence conclude that our proposed framework GPS

is generally insensitive to these parameters, demonstrating the robustness to hyperparameter tuning and

easing the parameter selection for our framework.

Analysis of batch size. Next, we evaluate the effect of the batch size B, and vary it in the range of

{16, 32, 64, 128, 256, 512}. The results are shown in Figure 5. It can be seen that (i) for PROTEINS, with

the increase of B, the performance tends to first increase and then decrease. A too-small B would lead to

a lack of intra-batch sample diversity and fail to provide an effective similarity distribution while a large

B may introduce too many noise samples. (ii) For IMDB-B, we can observe that an increasing batch

size consistently enhances performance. This is because a sufficiently large batch can more effectively

represent the entire dataset, encompassing a wider range of diverse samples to facilitate the learning of

discriminative representations for the target samples. It’s worth noting that an excessively large batch

size could potentially lead to issues related to space complexity.
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Figure 3: Performance of ablation study of several model
variant (in %) on all six datasets.

• GPS w/o strong: We remove the strongly-augmented view and
the model is simply trained with similarity learning using weakly-
augmented view.

• GPS w/o adv: We remove the adversarial learning in the graph
pooling modules. The pooling modules are updated with gradient
descent along with the encoder.
We compare the performance of di�erent variants and then plot

the results in Figure 3. From the �gure, we can draw the following
conclusions. First, the results of GPS are consistently better than
all the other three variants, indicating that both our multi-scale
graph pooling and adversarial learning are e�ective for graph con-
trastive learning. Second, the results of GPS w/o weak and GPS w/o
strong are usually inferior to GPS w/o adv on most datasets, which
veri�es the usefulness of the two view augmentations. Third, GPS
w/o strong is generally better than GPS w/o weak on most datasets,
which implies that weakly-augmentation views as well as the simi-
larity learning play a more important role in this framework.

5.4 Sensitivity Analysis
In this section, we investigate the sensitivity of parameters graph
pooling ratio d and batch size ⌫.

Analysis of graph pooling ratio. We test the e�ect of the graph
pooling ratio d , which controls the ratio of the augmented graph.
We vary d1 and d2 as {0.1, 0.2, 0.3, 0.4, 0.5} and {0.5, 0.6, 0.7, 0.8, 0.9},
respectively. The results of our two variants on IMDB-B are shown
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Figure 5: Analysis of batch size on PROTEINS and IMDB-B.

the decrease of d1 or d2 while the other ratio is �xed, the perfor-
mance tends to decrease slowly. Maybe the reason is that the small
ratio of graph pooling prone to distort topological patterns and
attributes. However, note that for GPS-TopK, the performance dif-
ference caused by di�erent parameter combinations is less than
0.01, and for GPS-Cluster, the performance is relatively stable when
the parameters are not too large or small, as shown in the plateau
in the Figure 5(b). We conjecture that it is bene�cial to performance
via generating augmented views with the removal of redundant
information and preserving semantics in an adversarial way. We
hence conclude that our model is generally insensitive to these pa-
rameters, demonstrating the robustness to hyperparameter tuning
and easing the parameter selection for our framework.

Analysis of batch size. Next, we evaluate the e�ect of the batch
size ⌫, and vary it in {16, 32, 64, 128, 256, 512}. The results are shown
in Figure 5. It can be seen that (i) for PROTEINS, with the increase of
⌫, the performance tends to �rst increase and then decrease. A too-
small ⌫ would lead to a lack of intra-batch sample diversity and fail
to provide an e�ective similarity distribution while a large ⌫ may
introduce too many noise samples. (ii) For IMDB-B, an increasing
batch size can consistently improve the performance. The reason is
that a large enough batch can better represent the whole dataset,
and thus contains more diverse samples to drive the target sample
to learn discriminative representations. It is noted that too-large
batch size may cause space complexity problems.

5.5 Transfer Learning
In this section, we evaluate the generalization of our proposed
method on molecular property prediction for transfer learning.

7
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Figure 5 Analysis of batch size on PROTEINS and IMDB-B.

Table 2 The clustering performance on four graph property prediction benchmarks.

Method DD IMDB-B REDDIT-B REDDIT-M-12K

Metrics NMI ACC ARI NMI ACC ARI NMI ACC ARI NMI ACC ARI

InfoGraph 0.008 0.558 -0.006 0.041 0.538 0.005 0.016 0.508 0.000 0.045 0.205 0.003

GraphCL 0.019 0.573 -0.009 0.046 0.545 0.008 0.033 0.519 0.001 0.096 0.181 0.021

CuCo 0.012 0.562 -0.010 0.001 0.507 0.000 0.018 0.510 0.000 0.003 0.192 0.002

JOAO 0.012 0.578 -0.004 0.042 0.543 0.008 0.034 0.520 0.001 0.003 0.183 0.001

RGCL 0.014 0.565 -0.009 0.047 0.546 0.007 0.017 0.509 0.001 0.003 0.092 0.001

SimGRACE 0.001 0.589 0.003 0.049 0.559 0.007 0.024 0.513 0.001 0.062 0.210 0.005

GPS 0.020 0.594 0.004 0.048 0.0565 0.009 0.035 0.523 0.002 0.113 0.220 0.035

4.5 Graph-Level Clustering

To further demonstrate the discrimination of the learned graph representations, we conduct the ex-

periment of graph-level clustering [29] on four datasets, including one DD, IMDB-B, REDDIT-B, and

REDDIT-M-12K. We compare our GPS with several competitive baselines: InfoGraph [54], GraphCL [74],

CuCo [9], JOAO [73], RGCL [37] and SimGRACE [68]. Here we adopt three widely-used evaluation in-

dicators to measure the clustering performance: Normalized Mutual Information (NMI) [53], clustering

Accuracy (ACC) [38] and Adjusted Rand Index (ARI) [24]. These evaluation indicators cover various

aspects of clustering outcomes. NMI and ACC have a range of [0, 1], whereas ARI ranges in [−1, 1].
Higher values indicate better performance across all three evaluation indicators.

The quantitative results of graph-level clustering are reported in Table 2, it can be observed that our

proposed GPS consistently demonstrates superior performance compared to other graph contrastive learn-

ing approaches across all four datasets under three evaluation indicators. This showcases the exceptional

effectiveness of our framework in graph-level clustering. This might be attributed to our multi-scale aug-

mented views, which capture complementary information and learn more discriminative representations

through adversarial learning, thereby better serving the clustering task.

4.6 Transfer Learning

In this section, we evaluate the generalization of our proposed method on molecular property prediction

for transfer learning. Following [23], our model is pre-trained on a large-scale ZINC15 dataset (two

million unlabeled molecules) and later fine-tuned on six Open Graph Benchmark (OGB) [22] datasets

to test out-of-distribution performance. Here, we only consider GPS-TopK for illustration. We adopt

four common pre-training strategies (No Pre-Train, EdgePred, AttrMasking, and ContextPred in [23])

and five state-of-the-art techniques (GraphPartition [75], InfoGraph [54], GraphCL [74], JOAO [73], and

AD-GCL [56]) to study the transferability of the various pre-training strategies.

The results are shown in Table 3. It can be observed that GPS-TopK significantly outperforms various

baselines in five out of the six datasets, and achieve Top-1 performance in terms of average ROC-AUC
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Table 3 Performance of transfer learning on molecular property prediction over five runs (ROC-AUC with standard

deviation).

Pre-Train Dataset ZINC15 2M

Fine-Tune Dataset BBBP ToxCast ClinTox BACE HIV MUV Avg. Ranks

No Pre-Train 65.8 ± 4.5 63.4 ± 0.6 58.0 ± 4.4 70.1 ± 5.4 75.3 ± 1.9 71.8 ± 2.5 67.4 10

EdgePred [23] 67.3 ± 2.4 64.1 ± 0.6 64.1 ± 3.7 79.9 ± 0.9 76.3 ± 1.0 74.1 ± 2.1 71.0 9

AttrMasking [23] 64.3 ± 2.8 64.2 ± 0.5 71.8 ± 4.1 79.3 ± 1.6 77.2 ± 1.1 74.7 ± 1.4 71.9 5

ContextPred [23] 68.0 ± 2.0 63.9 ± 0.6 65.9 ± 3.8 79.6 ± 1.2 77.3 ± 1.0 75.8 ± 1.7 71.8 6

GraphPartition [75] 70.3 ± 0.7 63.2 ± 0.3 64.2 ± 0.5 79.6 ± 1.8 77.1 ± 0.7 75.4 ± 1.7 71.6 7

InfoGraph [54] 68.8 ± 0.8 62.7 ± 0.4 69.9 ± 3.0 75.9 ± 1.6 76.0 ± 0.7 75.3 ± 2.5 71.4 8

GraphCL [74] 69.7 ± 0.7 62.4 ± 0.6 76.0 ± 2.7 75.4 ± 1.4 78.5 ± 1.2 69.8 ± 2.7 72.0 4

JOAO [73] 70.2 ± 1.0 62.9 ± 0.5 81.3 ± 2.5 77.3 ± 0.5 76.7 ± 1.2 71.7 ± 1.4 73.4 3

AD-GCL [56] 70.0 ± 1.0 63.1 ± 0.7 79.8 ± 3.5 78.5 ± 0.8 78.3 ± 1.0 72.3 ± 1.6 73.7 2

GPS-TopK 71.5 ± 0.9 64.4 ± 0.3 82.1 ± 2.9 80.1 ± 0.8 79.0 ± 1.1 75.6 ± 1.7 75.5 1

Table 4 Performance of semi-supervised learning on large-scale OGB datasets. (Accuracy on ogbg-ppa, F1 on ogbg-code

at 3% and 10% label rate respectively.)

Rate Methods ogbg-ppa ogbg-code

3%

GraphCL 44.3± 5.2 12.0± 0.3

JOAO 47.8± 4.6 11.7± 0.6

GPS-TopK 49.6 ± 3.9 13.2 ± 0.4

10%

GraphCL 55.8± 0.9 20.9± 0.3

JOAO 60.1± 1.2 21.4± 0.5

GPS-TopK 63.2 ± 1.1 23.1 ± 0.5

among ten baselines, which fully shows the excellent generalization capacity of our framework. Moreover,

it is worth mentioning that compared to the No Pre-Train, our method improves 41.6% and 14.3% on

ClinTox and BACE respectively, indicating the effectiveness of the discrimination ability of the contrastive

learning principle. Compared with the stronger baselines GraphCL [74], JOAO [73] and AD-GCL [56],

we can see those different methods may have their own preference for different datasets due to their

specific characteristics such as binding affinity, toxicity and adverse reactions. However, our method can

consistently outperform these baselines in most datasets, indicating the effectiveness of the multi-scale

pooling. The above results show that our method GPS can learn effective graph-level representations

which achieve superior out-of-distribution performance.

4.7 Semi-Supervised Learning

Lastly, we evaluate our proposed model for semi-supervised learning on two large-scale OGB datasets [42]

ogbg-ppa and ogbg-code to test the scalability of our framework. The ogbg-ppa dataset, which consists

of 158,100 proteins, is extracted from the protein-protein association networks of 1,581 different species.

The ogbg-code dataset is a collection of Abstract Syntax Trees obtained from 452,741 Python method

definitions. Here, we only consider GPS-TopK for illustration. Our model is pre-trained on one dataset

using self-supervised learning and later fine-tuned based on 3% and 10% label supervision on the same

dataset following the setting in [73] and compare it with GraphCL [74] and JOAO [73].

The results are reported in Table 4. From the table, we can see that our GPS-TopK significantly

outperforms all the baselines on two large-scale OGB datasets, which again demonstrates the strength and

scalability of our proposed model. Maybe the reason is that GraphCL and JOAO adopt the empirically

pre-defined rules for augmentation selection while our framework leverage learnable graph pooling to

automatically provide effective augmented views.
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5 Conclusion

In this study, we explore self-supervised graph representation learning by presenting a novel framework

Graph Pooling ContraSt (GPS). Specifically, GPS leverages learnable graph pooling to automatically

generate multi-scale positive views, which emphasize preserving semantics and providing challenging

positives via strongly-augmented view and weakly-augmented view, respectively. Moreover, we develop

a joint contrastive learning framework that incorporates both views to explore similarity learning and

consistency learning, where our graph pooling modules are adversarially trained with the encoder for

robustness and efficiency. Extensive experiments well showcase the superiority of our proposed GPS over

state-of-the-art baselines on twelve real-world datasets.
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