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ABSTRACT
Graph classification is a crucial task in many real-world multimedia
applications, where graphs can represent various multimedia data
types such as images, videos, and social networks. Previous efforts
have applied graph neural networks (GNNs) in balanced situations
where the class distribution is balanced. However, real-world data
typically exhibit long-tailed class distributions, resulting in a bias
towards the head classes when using GNNs and limited generaliza-
tion ability over the tail classes. Recent approaches mainly focus
on re-balancing different classes during model training, which fails
to explicitly introduce new knowledge and sacrifices the perfor-
mance of the head classes. To address these drawbacks, we propose
a novel framework called Retrieval Augmented Hybrid Network
(RAHNet) to jointly learn a robust feature extractor and an un-
biased classifier in a decoupled manner. In the feature extractor
training stage, we develop a graph retrieval module to search for rel-
evant graphs that directly enrich the intra-class diversity for the tail
classes. Moreover, we innovatively optimize a category-centered
supervised contrastive loss to obtain discriminative representations,
which is more suitable for long-tailed scenarios. In the classifier
fine-tuning stage, we balance the classifier weights with two weight
regularization techniques, i.e., Max-norm and weight decay. Experi-
ments on various popular benchmarks verify the superiority of the
proposed method against state-of-the-art approaches.
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1 INTRODUCTION
Graph classification, which captures the graph-level properties to
predict classes for graphs, is a fundamental task in data mining
with many real-world multimedia applications across various do-
mains [26, 45]. For example, social networks [69], images [8], and
knowledge graphs [4] can all be represented as graphs, and graph
classification can be used in multimedia tasks such as object recog-
nition, semantic segmentation, and recommender systems. As a
powerful technique for graph representation learning, graph neural
networks (GNNs) [13, 17, 25, 54] have achieved remarkable success
in various applications, such as graph classification [19, 21, 35, 36],
novel drug discovery [1, 18, 37, 48], traffic forecasting [10, 29, 72],
and recommender systems [20, 46, 47, 61, 62]. GNNs are designed
to propagate and aggregate messages on a graph, where each node
obtains messages from all of its neighbors and then performs neigh-
borhood aggregation and representation combination iteratively.
Finally, node representations can be integrated into graph rep-
resentations by pooling operations, and thus both the structural
information and attributive knowledge of individual nodes can be
implicitly merged into the graph-level representation [11].
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Although existing GNNs have achieved excellent performance,
these methods typically concentrate on a balanced data-split set-
ting. However, realistic data tends to follow the long-tailed class
distribution [44, 55]. It is primarily evident from the fact that a
minority of dominant classes (i.e. head classes) usually occupy a
large amount of data, while the majority of classes (i.e. tail classes)
each contains very few data samples. In such data distributions,
naive GNNs often degrade and result in sub-optimal classification
performance on tail classes due to two major limitations: (i) mod-
els learned from the long-tailed distribution can be easily biased
towards head classes [71], and (ii) models fail to generalize well for
tail classes because of insufficient training data. Undoubtedly, the
long-tailed characteristics immensely restrict the practical use of
GNNs, hence it is essential to develop tailored GNN methods for
realistic long-tailed graph data.

Recently, long-tailed learning has received widespread attention
in the context of neural networks [2, 27, 28, 32, 56, 70, 74], there
exist three active strands of work: class re-balancing, information
augmentation, and decoupling training. Class re-balancing attempts
to balance the training data of different classes during model train-
ing, either by re-sampling the data [12, 16] or using cost-sensitive
learning [3, 43, 60]. Information augmentation, on the other hand,
seeks to improve model performance by introducing additional
knowledge through a transfer learning approach [40, 43]. More-
over, recent work has shown that decoupling feature learning and
classifier learning can lead to improved performance compared
to traditional end-to-end training methods [22]. While there are
several long-tailed algorithms designed for node-level classification
on graphs [33, 41, 52, 67], the problem of long-tailed recognition for
graph-level classification is still largely unexplored and challenging,
which is the main focus of this paper.

Despite achieving encouraging performance, most of the existing
algorithms still suffer from two key limitations. Firstly, most class
re-balancing approaches are inclined to improve the performance of
tail classes, but this often comes at the expense of head classes [71].
Secondly, previous research has focused on balancing either classi-
fier learning or representation learning individually, neglecting the
importance of simultaneously addressing both aspects. Therefore,
it is desirable to jointly optimize representation learning and clas-
sifier learning and avoid damaging the head class performance to
develop effective and robust long-tailed classification algorithms.

We identify insufficient training samples and a lack of within-
class variability in tail classes as the most significant reason that
hinders long-tailed graph classification. Therefore, we propose a
novel framework named Retrieval Augmented Hybrid Network
(RAHNet), which adopts a decoupled training procedure to boost
the learning of both the feature extractor and the classifier. In con-
trast to existing class re-balancing approaches, our framework aims
to explicitly introduce additional knowledge to enrich tail classes
and learn the balanced weights of the classifier. For the learning
of feature extractors, we jointly train a standard base encoder, an
additional retrieval branch, and a contrastive learning based branch.
Specifically, the retrieval branch makes use of training graphs as
retrieval keys and returns the most relevant corpus graphs by sub-
graph matching techniques, which directly enriches the intra-class
diversity for the tail classes. We also explore supervised contrastive
learning strategies and tailor them to balance the lower bound of

loss value among head and tail classes by introducing a set of cate-
gory centers. By this means, our balanced supervised contrastive
learning (BSCL) aggregates the samples of each category to their
center and facilitates better representation learning from long-tailed
data. Moreover, we investigate different weight regularizers and
use them to fine-tune the classifier, which avoids biased weight
norms toward head classes. The contributions of this work can be
summarized as follows:
• We elaborate on a hybrid network RAHNet for long-tailed graph
classification, which comprises a retrieval augmentation branch
and a balanced contrastive learning module to explicitly intro-
duce intra-class variability and enhance feature learning.
• To balance classifier weights without harming representation
learning, we propose to decouple feature extractor learning and
classifier training, and fine-tune the classifierwithmultipleweight
regularization techniques.
• RAHNet is compared with multiple imbalance handling methods
on a variety of benchmarks with different imbalance factors.
Experimental results show the superiority of our approach in
long-tailed graph classification.

2 RELATEDWORK
2.1 Long-tailed learning
Long-tailed learning approaches can be roughly divided into three
main categories: class re-balancing, transfer learning, and decou-
pling training. Generally, the re-balancing strategy aims to equalize
the contribution of different classes and emphasize the tail classes
from various angles. Specifically, re-sampling techniques [24, 68]
balance the classes from the perspective of training data, which
achieve a more balanced data distribution across classes. Cost-
sensitive learning approaches [15, 53] introduce balance from a
different perspective, which adjust loss values for each class during
training. However, the use of re-balancing techniques may lead
to under-fitting for head classes and reduced accuracy [58]. For
transfer learning approaches, head-to-tail knowledge transfer seeks
to transfer knowledge from data-abundant classes to data-poor
classes [31, 42], while [57, 63] propose to learn a unified student
model using adaptive knowledge distillation from the multiple
teacher experts. Besides, decoupling training methods divide the
training procedure into multiple stages. For instance, [22] proposes
to decouple the learning procedure into the encoder learning and
the classifier training, and [73] suggests learning from both the
instance-balanced sampling branch and reversed sampling branch.
While some recent work [59] has applied imbalance handling tech-
niques to imbalanced graph classification, the effectiveness of these
methods for multi-class long-tailed graph classification remains
uncertain. Our proposed framework simultaneously enhances fea-
ture learning with transfer learning and strengthens the classifier
training with weight regularization in a decoupled manner to tackle
the long-tailed graph classification problem.

2.2 Graph retrieval
Given a query graph, graph retrieval systems aim to determine the
most similar graph among a set of corpus graphs. Recently, lever-
aging neural architectures to tackle the task of graph matching has
received increasing attention. For example, GMN [30] computes a

3818



RAHNet MM ’23, October 29-November 3, 2023, Ottawa, ON, Canada

Retrieval Module
<latexit sha1_base64="KyeFzOWAHiEjXiztSU52ejdR0Dw=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQgx4jmgckS5id9CZDZmeXmVkhLPkELx4U8eoXefNvnCR70GhBQ1HVTXdXkAiujet+OYWl5ZXVteJ6aWNza3unvLvX1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoeuq3HlFpHssHM07Qj+hA8pAzaqx0f9NjvXLFrbozkL/Ey0kFctR75c9uP2ZphNIwQbXueG5i/Iwqw5nASambakwoG9EBdiyVNELtZ7NTJ+TIKn0SxsqWNGSm/pzIaKT1OApsZ0TNUC96U/E/r5Oa8NLPuExSg5LNF4WpICYm079JnytkRowtoUxxeythQ6ooMzadkg3BW3z5L2meVL3z6tndaaV2lcdRhAM4hGPw4AJqcAt1aACDATzBC7w6wnl23pz3eWvByWf24Recj28QEo2r</latexit>

Gc

<latexit sha1_base64="5eOkd+9rRAE+hrCjFCn4/FirD0E=">AAAB6nicbVDJSgNBEK2JW4xb1KOXxiB4CjPidgx68RiXLJAMoadTkzTp6Rm6e4Qw5BO8eFDEq1/kzb+xk8xBow8KHu9VUVUvSATXxnW/nMLS8srqWnG9tLG5tb1T3t1r6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0PfVbj6g0j+WDGSfoR3QgecgZNVa6v+uxXrniVt0ZyF/i5aQCOeq98me3H7M0QmmYoFp3PDcxfkaV4UzgpNRNNSaUjegAO5ZKGqH2s9mpE3JklT4JY2VLGjJTf05kNNJ6HAW2M6JmqBe9qfif10lNeOlnXCapQcnmi8JUEBOT6d+kzxUyI8aWUKa4vZWwIVWUGZtOyYbgLb78lzRPqt559ez2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcg1I22</latexit>

Rc

MPNN
Module

Permutation
  Generator    

<latexit sha1_base64="AVR4EKsHXwSmq3yngv3zqEtBCGE=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoMgHsKuBPUY9OIxonlAsobZySQZMju7zPQKYcknePGgiFe/yJt/4yTZgyYWNBRV3XR3BbEUBl3328mtrK6tb+Q3C1vbO7t7xf2DhokSzXidRTLSrYAaLoXidRQoeSvWnIaB5M1gdDP1m09cGxGpBxzH3A/pQIm+YBStdF97POsWS27ZnYEsEy8jJchQ6xa/Or2IJSFXyCQ1pu25Mfop1SiY5JNCJzE8pmxEB7xtqaIhN346O3VCTqzSI/1I21JIZurviZSGxozDwHaGFIdm0ZuK/3ntBPtXfipUnCBXbL6on0iCEZn+TXpCc4ZybAllWthbCRtSTRnadAo2BG/x5WXSOC97F+XKXaVUvc7iyMMRHMMpeHAJVbiFGtSBwQCe4RXeHOm8OO/Ox7w152Qzh/AHzucPxX6NeQ==</latexit>

P ⇤

<latexit sha1_base64="Sdj4oxjcePya0cE/Ah00iAVKBj4=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9mVoh5LvXisYD+gXUo2zbax2WRJsoWy9D948aCIV/+PN/+N2XYP2vpg4PHeDDPzgpgzbVz32ylsbG5t7xR3S3v7B4dH5eOTtpaJIrRFJJeqG2BNORO0ZZjhtBsriqOA004wucv8zpQqzaR4NLOY+hEeCRYygo2V2o1BOvXmg3LFrboLoHXi5aQCOZqD8ld/KEkSUWEIx1r3PDc2foqVYYTTeamfaBpjMsEj2rNU4IhqP11cO0cXVhmiUCpbwqCF+nsixZHWsyiwnRE2Y73qZeJ/Xi8x4a2fMhEnhgqyXBQmHBmJstfRkClKDJ9Zgoli9lZExlhhYmxAJRuCt/ryOmlfVb3rau2hVqk38jiKcAbncAke3EAd7qEJLSDwBM/wCm+OdF6cd+dj2Vpw8plT+APn8wdaX47/</latexit>

Bv1

<latexit sha1_base64="EiE+z+JzTDDpK9ljwzd3+g0Mv1A=">AAAB7XicbVBNTwIxEJ3FL8Qv1KOXRmLiiewSgh4JXjxiIh8JbEi3dKHSbTdtl4Rs+A9ePGiMV/+PN/+NBfag4EsmeXlvJjPzgpgzbVz328ltbe/s7uX3CweHR8cnxdOztpaJIrRFJJeqG2BNORO0ZZjhtBsriqOA004wuVv4nSlVmknxaGYx9SM8EixkBBsrtRuDdFqZD4olt+wugTaJl5ESZGgOil/9oSRJRIUhHGvd89zY+ClWhhFO54V+ommMyQSPaM9SgSOq/XR57RxdWWWIQqlsCYOW6u+JFEdaz6LAdkbYjPW6txD/83qJCW/9lIk4MVSQ1aIw4chItHgdDZmixPCZJZgoZm9FZIwVJsYGVLAheOsvb5J2pezVytWHaqneyOLIwwVcwjV4cAN1uIcmtIDAEzzDK7w50nlx3p2PVWvOyWbO4Q+czx9b5I8A</latexit>

Bv2

Graph
Augmentation

Retrieval
Module

…

Top-K
Selection

………

GNN Encoder
<latexit sha1_base64="esP7E7IRPkRelBFj0ITC/b6kklA=">AAAB7XicbVBNTwIxEJ3FL8Qv1KOXRmLiiewSgh6JXjhiIh8JbEi3dKHSbTdtl4Rs+A9ePGiMV/+PN/+NBfag4EsmeXlvJjPzgpgzbVz328ltbe/s7uX3CweHR8cnxdOztpaJIrRFJJeqG2BNORO0ZZjhtBsriqOA004wuV/4nSlVmknxaGYx9SM8EixkBBsrtRuDdFqZD4olt+wugTaJl5ESZGgOil/9oSRJRIUhHGvd89zY+ClWhhFO54V+ommMyQSPaM9SgSOq/XR57RxdWWWIQqlsCYOW6u+JFEdaz6LAdkbYjPW6txD/83qJCW/9lIk4MVSQ1aIw4chItHgdDZmixPCZJZgoZm9FZIwVJsYGVLAheOsvb5J2pezVytWHaql+l8WRhwu4hGvw4Abq0IAmtIDAEzzDK7w50nlx3p2PVWvOyWbO4Q+czx9lGo8G</latexit>

Hv2

<latexit sha1_base64="Rea022Uw6k0YQfBZwJZyM2wKrXw=">AAAB7XicbVBNSwMxEJ2tX7V+rXr0EiyCp7IrRT0WvfRYwX5Au5Rsmm1js8mSZAtl6X/w4kERr/4fb/4b03YP2vpg4PHeDDPzwoQzbTzv2ylsbG5t7xR3S3v7B4dH7vFJS8tUEdokkkvVCbGmnAnaNMxw2kkUxXHIaTsc38/99oQqzaR4NNOEBjEeChYxgo2VWvV+NvFnfbfsVbwF0Drxc1KGHI2++9UbSJLGVBjCsdZd30tMkGFlGOF0VuqlmiaYjPGQdi0VOKY6yBbXztCFVQYoksqWMGih/p7IcKz1NA5tZ4zNSK96c/E/r5ua6DbImEhSQwVZLopSjoxE89fRgClKDJ9agoli9lZERlhhYmxAJRuCv/ryOmldVfzrSvWhWq7d5XEU4QzO4RJ8uIEa1KEBTSDwBM/wCm+OdF6cd+dj2Vpw8plT+APn8wdjlY8F</latexit>

Hv1

<latexit sha1_base64="pXxEIQpXTZreHI1tSPFQS7lkpAc=">AAAB7nicbVBNS8NAEN3Ur1q/qh69LBbBU0mkqMeilx4r2A9oQ9lsJ+3SzSbsToQS+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqObR4LGPdDZgBKRS0UKCEbqKBRYGETjC5n/udJ9BGxOoRpwn4ERspEQrO0EqdxiDTgLNBueJW3QXoOvFyUiE5moPyV38Y8zQChVwyY3qem6CfMY2CS5iV+qmBhPEJG0HPUsUiMH62OHdGL6wypGGsbSmkC/X3RMYiY6ZRYDsjhmOz6s3F/7xeiuGtnwmVpAiKLxeFqaQY0/nvdCg0cJRTSxjXwt5K+ZhpxtEmVLIheKsvr5P2VdW7rtYeapX6XR5HkZyRc3JJPHJD6qRBmqRFOJmQZ/JK3pzEeXHenY9la8HJZ07JHzifP4O7j7M=</latexit>

Hret

Retrieved
Graphs

BSCL Module

Projection
<latexit sha1_base64="g2tuMJs5jxYvL072+6A5vIGx92E=">AAAB73icbVBNSwMxEJ31s9avqkcvwSLUS9mVoh6LXrwIFewHtEvJZrNtaDZZk6xQlv4JLx4U8erf8ea/MW33oK0PBh7vzTAzL0g408Z1v52V1bX1jc3CVnF7Z3dvv3Rw2NIyVYQ2ieRSdQKsKWeCNg0znHYSRXEccNoORjdTv/1ElWZSPJhxQv0YDwSLGMHGSp27So+E0pz1S2W36s6AlomXkzLkaPRLX71QkjSmwhCOte56bmL8DCvDCKeTYi/VNMFkhAe0a6nAMdV+Nrt3gk6tEqJIKlvCoJn6eyLDsdbjOLCdMTZDvehNxf+8bmqiKz9jIkkNFWS+KEo5MhJNn0chU5QYPrYEE8XsrYgMscLE2IiKNgRv8eVl0jqvehfV2n2tXL/O4yjAMZxABTy4hDrcQgOaQIDDM7zCm/PovDjvzse8dcXJZ47gD5zPHz9pj3c=</latexit>

M(·)

Projection
<latexit sha1_base64="X7Sh9BvZ3omhCaI9xdvmOrwEcno=">AAAB73icbVBNSwMxEJ31s9avqkcvwSLUS9mVoh6LXvRWwX5Au5RsNtuGZpM1yQpl6Z/w4kERr/4db/4b03YP2vpg4PHeDDPzgoQzbVz321lZXVvf2CxsFbd3dvf2SweHLS1TRWiTSC5VJ8CaciZo0zDDaSdRFMcBp+1gdDP1209UaSbFgxkn1I/xQLCIEWys1Lmr9EgozVm/VHar7gxomXg5KUOORr/01QslSWMqDOFY667nJsbPsDKMcDop9lJNE0xGeEC7lgocU+1ns3sn6NQqIYqksiUMmqm/JzIcaz2OA9sZYzPUi95U/M/rpia68jMmktRQQeaLopQjI9H0eRQyRYnhY0swUczeisgQK0yMjahoQ/AWX14mrfOqd1Gt3dfK9es8jgIcwwlUwINLqMMtNKAJBDg8wyu8OY/Oi/PufMxbV5x85gj+wPn8ATk9j3M=</latexit>

I(·)

Similarity

Category
Centers

Similarity

Contrastive 
   Loss

<latexit sha1_base64="mKRkJYfqOMsbSoargW6AOPTrWls=">AAAB+nicbVDLSsNAFL2pr1pfqS7dBIvgqiQi6rLoxoWLCvYBbQiT6aQdOpkJMxOlxH6KGxeKuPVL3Pk3TtostPXAwOGce7lnTpgwqrTrflulldW19Y3yZmVre2d3z67ut5VIJSYtLJiQ3RApwignLU01I91EEhSHjHTC8XXudx6IVFTwez1JiB+jIacRxUgbKbCr/RjpEUYsu50GGRZ8Gtg1t+7O4CwTryA1KNAM7K/+QOA0JlxjhpTqeW6i/QxJTTEj00o/VSRBeIyGpGcoRzFRfjaLPnWOjTJwIiHN49qZqb83MhQrNYlDM5kHVYteLv7n9VIdXfoZ5UmqCcfzQ1HKHC2cvAdnQCXBmk0MQVhSk9XBIyQR1qatiinBW/zyMmmf1r3z+tndWa1xVdRRhkM4ghPw4AIacANNaAGGR3iGV3iznqwX6936mI+WrGLnAP7A+vwB6BOUbw==</latexit>Lcon

Classifier
…

Cross-entropy 
   Loss

<latexit sha1_base64="+/TrgWNuYO+biRWoSUiNaQRMV3w=">AAAB+3icbVC7TsMwFL0pr1JeoYwsFhUSU5WgChgrWBgYikQfUhtFjuu2Vh0nsh1EFeVXWBhAiJUfYeNvcNoM0HIkS0fn3GsfnyDmTGnH+bZKa+sbm1vl7crO7t7+gX1Y7agokYS2ScQj2QuwopwJ2tZMc9qLJcVhwGk3mN7kfveRSsUi8aBnMfVCPBZsxAjWRvLt6iDEekIwT+8yP81vyny75tSdOdAqcQtSgwIt3/4aDCOShFRowrFSfdeJtZdiqRnhNKsMEkVjTKZ4TPuGChxS5aXz7Bk6NcoQjSJpjtBorv7eSHGo1CwMzGSeVC17ufif10/06MpLmYgTTQVZPDRKONIRyotAQyYp0XxmCCaSmayITLDERJu6KqYEd/nLq6RzXncv6o37Rq15XdRRhmM4gTNw4RKacAstaAOBJ3iGV3izMuvFerc+FqMlq9g5gj+wPn8AngaU1A==</latexit>Lbase

<latexit sha1_base64="TKoCxX37hbQ4J+1ygJvIkzsoAFA=">AAAB+nicbVDLSsNAFL2pr1pfqS7dDBbBVUlE1GXRjQsXFewD2hAm00k7dDIJMxOlxH6KGxeKuPVL3Pk3TtostPXAwOGce7lnTpBwprTjfFulldW19Y3yZmVre2d3z67ut1WcSkJbJOax7AZYUc4EbWmmOe0mkuIo4LQTjK9zv/NApWKxuNeThHoRHgoWMoK1kXy72o+wHhHMs9upn0mqp75dc+rODGiZuAWpQYGmb3/1BzFJIyo04Vipnusk2suw1IxwOq30U0UTTMZ4SHuGChxR5WWz6FN0bJQBCmNpntBopv7eyHCk1CQKzGQeVC16ufif10t1eOllTCSppoLMD4UpRzpGeQ9owCQlmk8MwUQykxWREZaYaNNWxZTgLn55mbRP6+55/ezurNa4KuoowyEcwQm4cAENuIEmtIDAIzzDK7xZT9aL9W59zEdLVrFzAH9gff4A+N6Ueg==</latexit>Lret

Retrieval
   Loss

<latexit sha1_base64="wGqRTsFw78/S9tP8LAXh07Zobok=">AAAB8nicbVDLSgNBEOyNrxhfUY9eFoPgKeyKr2NQEI8RzAM2S5idTJIhszPLTG8gLPkMLx4U8erXePNvnCR70GhBQ1HVTXdXlAhu0PO+nMLK6tr6RnGztLW9s7tX3j9oGpVqyhpUCaXbETFMcMkayFGwdqIZiSPBWtHodua3xkwbruQjThIWxmQgeZ9TglYK7rpZZ0x0MuTTbrniVb053L/Ez0kFctS75c9OT9E0ZhKpIMYEvpdgmBGNnAo2LXVSwxJCR2TAAksliZkJs/nJU/fEKj23r7Qtie5c/TmRkdiYSRzZzpjg0Cx7M/E/L0ixfx1mXCYpMkkXi/qpcFG5s//dHteMophYQqjm9laXDokmFG1KJRuCv/zyX9I8q/qX1YuH80rtJo+jCEdwDKfgwxXU4B7q0AAKCp7gBV4ddJ6dN+d90Vpw8plD+AXn4xuRSJF1</latexit>

F'

<latexit sha1_base64="zia5uZBO251RKFnw3nTA1JjMP7k=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQgx4jmgckS5idTJIhs7PrTK8QlnyCFw+KePWLvPk3TpI9aGJBQ1HVTXdXEEth0HW/ndzS8srqWn69sLG5tb1T3N2rmyjRjNdYJCPdDKjhUiheQ4GSN2PNaRhI3giG1xO/8cS1EZF6wFHM/ZD2legJRtFK9zedx06x5JbdKcgi8TJSggzVTvGr3Y1YEnKFTFJjWp4bo59SjYJJPi60E8Njyoa0z1uWKhpy46fTU8fkyCpd0ou0LYVkqv6eSGlozCgMbGdIcWDmvYn4n9dKsHfpp0LFCXLFZot6iSQYkcnfpCs0ZyhHllCmhb2VsAHVlKFNp2BD8OZfXiT1k7J3Xj67Oy1VrrI48nAAh3AMHlxABW6hCjVg0IdneIU3RzovzrvzMWvNOdnMPvyB8/kDJUqNuQ==</latexit>

Gq

<latexit sha1_base64="znxVjE8BzWJ1cpdt4QCewdMAt10=">AAAB6nicbVDJSgNBEK2JW4xb1KOXxiB4CjPidgx68RiXLJAMoadTSZr09IzdPUIY8glePCji1S/y5t/YSeagiQ8KHu9VUVUviAXXxnW/ndzS8srqWn69sLG5tb1T3N2r6yhRDGssEpFqBlSj4BJrhhuBzVghDQOBjWB4PfEbT6g0j+SDGcXoh7QveY8zaqx0f9d57BRLbtmdgiwSLyMlyFDtFL/a3YglIUrDBNW65bmx8VOqDGcCx4V2ojGmbEj72LJU0hC1n05PHZMjq3RJL1K2pCFT9fdESkOtR2FgO0NqBnrem4j/ea3E9C79lMs4MSjZbFEvEcREZPI36XKFzIiRJZQpbm8lbEAVZcamU7AhePMvL5L6Sdk7L5/dnpYqV1kceTiAQzgGDy6gAjdQhRow6MMzvMKbI5wX5935mLXmnGxmH/7A+fwBNgyNxA==</latexit>

Rq

<latexit sha1_base64="nzTltIAqlJnBAkQJBbtHhd5KXzo=">AAACGXicbVDLTgIxFO3gC/E16tJNIzHBF5kxvjYmRBe4RCKPBMZJp3Sg0nnQdkzIhN9w46+4caExLnXl31hgFgqepMnJOefm9h4nZFRIw/jWUjOzc/ML6cXM0vLK6pq+vlEVQcQxqeCABbzuIEEY9UlFUslIPeQEeQ4jNad7NfRrD4QLGvi3sh8Sy0Ntn7oUI6kkWzdauaLda6qIhEUb7140ReTZMT24HzRyZbt3WLrbKyvd3rfGqq1njbwxApwmZkKyIEHJ1j+brQBHHvElZkiIhmmE0ooRlxQzMsg0I0FChLuoTRqK+sgjwopHlw3gjlJa0A24er6EI/X3RIw8Ifqeo5Iekh0x6Q3F/7xGJN1zK6Z+GEni4/EiN2JQBnBYE2xRTrBkfUUQ5lT9FeIO4ghLVWZGlWBOnjxNqkd58zR/cnOcLVwmdaTBFtgGOWCCM1AA16AEKgCDR/AMXsGb9qS9aO/axzia0pKZTfAH2tcP/bSfDw==</latexit>

d(Gq|Gc) =
X

i,j

[(Rq � P ⇤Rc)+]i,j

Figure 1: Overview of the proposed RAHNet architecture. Our RAHNet is a hybrid network with three primary branches and
corresponding loss values, i.e., the base supervised learning branch (L𝑏𝑎𝑠𝑒 ), the retrieval augmentation branch (L𝑟𝑒𝑡 ), and the
balanced contrastive learning branch (L𝑐𝑜𝑛), the model is trained by the losses summed up from each branch with different
weight coefficients.

similarity score for a pair of graphs through a cross-graph atten-
tion mechanism to associate nodes across graphs. More recently,
ISONet [50] is also built upon MPNNs to obtain edge embeddings,
which are subsequently used to learn an edge alignment network
to approximate the underlying correspondence between graphs.

2.3 Contrastive learning
Contrastive learning has attracted increasing attention in the field
of unsupervised representation learning, which aims to aggregate
semantically similar samples and obtain discriminative represen-
tations by comparing positive and negative pairs. Among them,
SimCLR [6] and MoCo [14] are two classical approaches to self-
supervised contrastive learning. Supervised contrastive learning
(SCL) [23] is an extension to contrastive learning by leveraging the
label information to compose positive and negative samples, which
leads to remarkable performance for classification.

3 METHODOLOGY
This section begins by introducing the problem setting and provid-
ing necessary background information. Subsequently, we introduce
the proposed RAHNet framework (as shown in Figure 1) in detail,
including the retrieval module, BSCL module and classifier regu-
larization. Furthermore, the training pipeline and time complexity
analysis of RAHNet are thoroughly explained.

3.1 Preliminaries
Problem Formulation. Let G = {(𝑉𝑖 , 𝐸𝑖 , 𝑦𝑖 )}𝑁𝑖=1 denote the long-
tailed graph dataset, where each graph consists of a node set 𝑉𝑖 , an
edge set 𝐸𝑖 , along with the corresponding label 𝑦𝑖 ∈ {1, 2, . . . ,𝐶}.
The total number of training samples over𝐶 classes is 𝑁 =

∑𝐶
𝑐=1 𝑛𝑐 ,

where 𝑛𝑐 denotes the data number of class 𝑐 . Without loss of gener-
ality, we assume 𝑛1 ≥ 𝑛2 ≥ . . . ≥ 𝑛𝐶 , and 𝑛1 ≫ 𝑛𝐶 after sorting the
classes by cardinality in decreasing order, and then the imbalance
factor (IF) can be defined as 𝑛1/𝑛𝐶 . In the task of long-tailed graph

classification, we aim to learn an unbiased model on a long-tailed
training dataset that generalizes well on a balanced test dataset.
Base Encoder. In our hybrid framework, we adopt a unified GNN
encoder shared by multiple branches, which leverages both node
attributes and graph topology to obtain embeddings. Let 𝑓 (·) be a
𝐿-layer GNN encoder, and A (𝑙 )

𝜃
and C (𝑙 )

𝜃
denote the aggregation

and combination functions at the 𝑙-th layer, then the propagation
of the 𝑙-th layer is formulated as:

h(𝑙 )𝑣 = C (𝑙 )
𝜃

(
h(𝑙−1)𝑣 ,A (𝑙 )

𝜃

({
h(𝑙−1)𝑢

}
𝑢∈N(𝑣)

))
, (1)

where h(𝑙 )𝑣 is the embedding of the node 𝑣 at the 𝑙-th layer, N(𝑣)
refers to the neighbors of 𝑣 . After 𝑙 iterations, the final graph em-
bedding 𝑓 (𝐺) is integrated from embedding vectors at all layers
through a READOUT function:

h𝑖 = 𝑓 (𝐺𝑖 ) = READOUT({h(𝑙 )𝑣 : 𝑣 ∈ V𝑖 , 𝑙 ∈ 𝐿}) . (2)

3.2 Retrieval Augmented Branch
In the task of graph retrieval, we are given a set of query graphs
𝐺𝑞 and a set of corpus graphs 𝐺𝑐 , the goal is to design a neural
distance function 𝑑 (𝐺𝑞 |𝐺𝑐 ) that accurately predicts the similarity
between them.We first pad𝐺𝑞 with |𝑉𝑐 |−

��𝑉𝑞 �� dummynodes, and the
augmented node adjacency matrices of size𝑊 can be represented as
Aq and Ac. The objective function for the node alignment approach
is defined as:

argmin
𝑆

∑︁
𝑖, 𝑗∈[𝑊 ]×[𝑊 ]

[ (
Aq − SAcS⊤

)
+
]
𝑖, 𝑗
, (3)

where (·)+ = max{0, ·}, [·]𝑖, 𝑗 represents the element located at the 𝑖-
th row and 𝑗-th column of the matrix, and S is the node permutation
matrix. The node alignment methods seek to approximate Eq. (3)
with node embeddings, which is still a hard quadratic assignment
problem. Thus, one feasible way of node alignment [30] is directly
aggregating node embeddings to graph embedding and performing
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graph matching, which may fail to capture edge correspondences.
To tackle this problem, we perform subgraph matching with edge
alignment by rewriting the objective of Eq. 3 as:

argmin
𝑆

∑︁
𝑘∈[𝑊 2 ]

[ (
vec

(
Aq

)
− (S ⊗ S) vec (Ac)

)
+
]
𝑘
, (4)

where ⊗ is the Kronecker product and vec(A·) denotes the vec-
tor obtained by column-wise concatenation. In practice, we ap-
proximate Eq. 4 with edge embeddings. Let re ∈ R𝐷 denote the
embedding of edge 𝑒 , and the edge embedding matrices can be rep-
resented as Rq,Rc ∈ R |𝐸 |×𝐷 collectively. Therefore, we can write
the distance measure as:

𝑑 (𝐺𝑞 |𝐺𝑐 ) = min
𝑃

∑︁
𝑒

[ (
Rq − PRc

)
+
]
𝑒
, (5)

where P is an edge permutation without a quadratic term.
We develop our edge alignment-based retrieval branch by approx-

imate 𝑑 (𝐺𝑞 |𝐺𝑐 ) in Eq. 5 with two neural networks as 𝑑𝜙,𝜑 (𝐺𝑞 |𝐺𝑐 ):
(i) The first network is a message passing framework with param-
eter 𝜙 to model the edge embedding matrices Rq and Rc, (ii) The
second network with parameter 𝜑 is the Gumbel-Sinkhorn opera-
tor, which aims to provide a differentiable solution P∗ to address
the optimization problem. Therefore, the search for discrete edge
permutation matrix 𝑃 is replaced with the relaxation:

𝑑𝜙,𝜑 (𝐺𝑞 |𝐺𝑐 ) =
∑︁
𝑖, 𝑗

[ (
Rq − 𝐹𝜑

(
Rq,Rc

)
Rc

)
+
]
𝑖, 𝑗
. (6)

Finally, we follow [50] to train the above two networks with
parameters of 𝜙 and 𝜑 through a hinge loss:

min𝜙,𝜑
∑
𝐺𝑞

∑
𝐺𝑐⊕,𝐺𝑐⊖

[
𝛾 + 𝑑𝜙,𝜑 (𝐺𝑞 |𝐺𝑐⊕) − 𝑑𝜙,𝜑 (𝐺𝑞 |𝐺𝑐⊖)

]
+ , (7)

where 𝛾 ∈ R+ is a margin parameter, and 𝐺𝑐⊕ and 𝐺𝑐⊖ represent
the relevant and irrelevant graphs for 𝐺𝑞 , respectively. We use a
breadth-first search-based technique to sample 𝐺𝑐⊕ and 𝐺𝑐⊖ from
G, employing the VF2 exact match algorithm [34] to determine the
ground-truth training targets for any given 𝐺𝑞 .

With the pre-trained retrieval network 𝑑𝜙,𝜑 (·|·), we set both 𝐺𝑞

and 𝐺𝑐 to be the training dataset, and retrieve each query graph
for top-𝑞 relevant graphs. In the implementation, we augment the
original data batch 𝐵 to �̂� with retrieved graphs, �̂� is then fed
into the encoder to obtain both the base representation h𝑏𝑎𝑠𝑒 and
representations of retrieved graphs ĥ ∈ R𝑞×𝐷 , where 𝐷 is the
dimension of embedding vectors. The retrieval feature h𝑟𝑒𝑡 are
then adaptively combined by the representations of 𝑞 retrieved
graphs, each with a different weight coefficient:

h𝑟𝑒𝑡 = a⊤ĥ =

𝑞∑︁
𝑖=1

a𝑖 ĥ𝑖 , (8)

where a ∈ R𝑞 represents the attention coefficients over each re-
trieved graph derived from the base feature. Specifically, we use
a fully-connected layerW𝑎 with a softmax activation function to
obtain the attention coefficients: a = 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 (W𝑎h𝑏𝑎𝑠𝑒 ). The ob-
tained embeddings h𝑏𝑎𝑠𝑒 and h𝑟𝑒𝑡 are forwarded by a classifier
layer to obtain the prediction probabilities. Finally, the prediction
probabilities for both the supervised learning branch and retrieval
augmented branch are used to calculate the standard cross-entropy
loss, which can be denoted as L𝑏𝑎𝑠𝑒 and L𝑟𝑒𝑡 , respectively.

3.3 Balanced Supervised Contrastive Learning
In this subsection, we discuss how to leverage contrastive learning
to produce discriminative and robust representations under the
long-tailed setting. Following [65], we first obtain different positive
views of graphs by involving four fundamental data augmentation
strategies that preserve intrinsic structural and attribute informa-
tion: (1) Edge permutation (2) Attribute masking (3) Node dropping (4)
Subgraph. During training, we are given a two-viewed graph batch
𝐵 = (𝐵𝑣1, 𝐵𝑣2) and label 𝑦, the graphs in 𝐵𝑣2 are transformed by
aforementioned data augmentation strategies. Each view of graphs
is fed into the shared GNN encoder to obtain the embeddings Hv1
and Hv2, respectively. Afterward, the embeddings are fed into the
projection network 𝑔(·) which projects 𝐻 to another latent space
where the contrastive loss is calculated. After obtaining projected
representation Zv1 and Zv2, we define the positives 𝑃 (𝑖) for any
anchor graph 𝐺𝑖 in 𝐵𝑣1 as:

𝐴(𝑖) = {zk ∈ Zv1 ∪ Zv2}\{zk ∈ Zv1 : 𝑘 = 𝑖},
𝑃 (𝑖) = {zk ∈ 𝐴(𝑖) : 𝑦𝑘 = 𝑦𝑖 }.

(9)

However, the scarcity of tail classes will result in the lack of pos-
itive pairs, which consequently leads to performance deterioration
of instance-level contrastive loss on the long-tailed dataset. There-
fore, we incorporate a set of category centers O to balance the loss
value among head and tail classes. More specifically, the category
centers are a set of learnable parameters, and the dimension of O is
R𝐶×𝐷 , where 𝐶 is the number of classes and 𝐷 is the embedding
dimension. Formally, the loss of BSCL can be written as:

L𝑐𝑜𝑛
𝑖 =

∑︁
z+∈𝑃 (𝑖 )∪o𝑦

−𝑤 (𝑧+) log
𝑒𝑥𝑝 (z+ · 𝑔(hi)/𝜏)∑

zk∈𝐴(𝑖 )∪O 𝑒𝑥𝑝 (zk · 𝑔(hi)/𝜏)
,

(10)
where 𝜏 ∈ R+ is a scalar temperature parameter, and

𝑤 (z+) =
{1.0, z+ ∈ o𝑦
𝛼, z+ ∈ 𝑃 (𝑖)

. (11)

Moreover, we instantiate 𝑔(·) as either a multi-layer perceptron
𝑀 (·) or an identity mapping layer 𝐼 (·), i.e., 𝐼 (𝑥) = 𝑥 . Specifically,
different projection head is chosen as follows:

z · 𝑔(hi) =
{z · 𝐼 (h𝑖 ), z ∈ O
z ·𝑀 (h𝑖 ), z ∈ 𝐴(𝑖) . (12)

To demonstrate the superiority of BSCL in long-tailed learning,
we further conduct an analysis of the loss value between supervised
contrastive learning and BSCL. Suppose𝐾𝑦𝑖 is the expected number
of positive pairs with respect to given graph 𝐺𝑖 and its label 𝑦𝑖 ,
which can be calculated as:

𝐾𝑦𝑖 = (2 ∗ batchsize − 1) ∗ 𝜋𝑦𝑖 , (13)

where 𝜋𝑦𝑖 is the class frequency over the whole dataset, i.e., 𝑛𝑦𝑖 /𝑁 .
When supervised contrastive loss achieves minimum, the optimal
value for the probability that two graph samples are a true posi-
tive pair is 1/𝐾𝑦 , where 𝑦 is the corresponding label. In that case,
the head classes will have a higher lower bound of loss value and
contribute significantly more importance than tail classes during
training. However, in regard to BSCL loss, the optimal value for
the probability that two graph samples are a true positive pair is
𝛼/(1 + 𝛼 · 𝐾𝑦), and optimal value for the probability that a graph
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Algorithm 1: Training algorithm of RAHNet
Input: Training set G
Parameter: GNN encoder 𝑓 (·, 𝜃 𝑓 ), pre-trained retrieval
network 𝑑𝜙,𝜑 (·|·), contrastive learning module parameter
𝜓 (·, 𝜃𝑏 ), classifier (·, 𝜃𝑐 ), epoch number 𝑇 , epoch number
for fine-tuning 𝑇𝑓 .

Output: The proposed RAHNet

1: for 𝑡 = 1 to 𝑇 do
2: Sample batch 𝐵 from the instance-balanced sampler.
3: Augment 𝐵 to a two-viewed batch 𝐵 = (𝐵𝑣1, 𝐵𝑣2).
4: Retrieve for relevant graphs 𝐺𝑟 using 𝑑𝜙,𝜑 (·|·).
5: Expand 𝐵𝑣1 to �̂�𝑣1 with 𝐺𝑟 .
6: Forward propagation �̂�𝑣1 via 𝑓 (·, 𝜃 𝑓 ) and (·, 𝜃𝑐 ).
7: Compute L𝑏𝑎𝑠𝑒 and L𝑟𝑒𝑡 .
8: Forward propagation 𝐵 = (𝐵𝑣1, 𝐵𝑣2) via𝜓 (·, 𝜃𝑏 ).
9: Compute contrastive loss L𝑐𝑜𝑛 using Eq. 10.
10: Sum up the loss values using Eq. 17.
11: Update 𝜃 𝑓 , 𝜃𝑏 , and 𝜃𝑐 by back propagation.
12: end for
13: Fix the weights of GNN encoder 𝜃 𝑓 .
14: for 𝑡 = 1 to 𝑇𝑓 do
15: Sample batch 𝐵 using the class-balanced sampler.
16: Forward propagation 𝐵 via 𝑓 (·, 𝜃 𝑓 ) and (·, 𝜃𝑐 ).
17: Compute the objective function of cross-entropy and

weight decay.
18: Update 𝜃𝑐 by back propagation.
19: Balance 𝜃𝑐 using equation Eq. 15.
20: end for

is closest to its category center o𝑦 is 1/(1 + 𝛼 · 𝐾𝑦). Therefore, the
head-to-tail optimal value gap is reduced from 1/𝐾𝑦ℎ𝑒𝑎𝑑 → 1/𝐾𝑦𝑡𝑎𝑖𝑙
to 1/(1/𝛼 + 𝐾𝑦ℎ𝑒𝑎𝑑 ) → 1/(1/𝛼 + 𝐾𝑦𝑡𝑎𝑖𝑙 ). As the value of 𝛼 de-
creases, the optimal value from head to tail becomes increasingly
balanced, which enhances the representation quality of BSCL in
the long-tailed settings.

3.4 Re-balancing the Classifier
Long-tailed class distribution often results in larger classifier weight
norms for head classes [64], which makes the classifier easily biased
to dominant head classes. To address this problem, we regularize the
weights of the classifier with the trained feature extractor frozen.
Specifically, we investigate two different weight regularization ap-
proaches to balance weights with respect to norms, i.e., Max-norm
and weight decay.

Max-norm. Max-norm constrains the weights to have a norm
less than or equal to a specific value. More formally, Max-norm
caps weight norms within an L2-norm ball:

Θ∗ = argmin
Θ

𝐹 (Θ;G), s.t. ∥𝜃𝑘 ∥22 ≤ 𝛿
2, ∀𝑘, (14)

where 𝛿 is the radius. Moreover, we adopt projected gradient de-
scent (PGD) to solve Eq. 14, which efficiently projects out-of-ranged
weights onto the L2-normball. Concretely, it applies a renormaliza-
tion step at each iteration. After each batch update, PGD computes

Table 1: Statistics of the datasets used in the experiments.

Dataset # Graphs # Classes # Avg. Nodes # Avg. Edges

Synthie 400 4 95.00 172.93
ENZYMES 600 6 32.63 62.14
MNIST 60,000 10 75 1393.27

Letter-High 2250 15 4.67 4.50
Letter-low 2250 15 4.67 4.50
COIL-DEL 3900 100 21.54 54.24

an updated 𝜃𝑘 and projects it onto the L2-norm ball with radius 𝛿 :

𝜃𝑘 ← min(1, 𝛿/∥𝜃𝑘 ∥2) ∗ 𝜃𝑘 . (15)

Unlike L2-normalization, which forces weights to be unit-length
in norm, Max-norm loosens this constraint, allowing the weights
to fluctuate within the norm-ball during training.

Weight Decay. Weight decay is a widely used type of regular-
ization, which is utilized to constrain the growth of the network
weights. Weight decay typically penalizes the network weights
according to their L2-norm:

Θ∗ = argmin
Θ

𝐹 (Θ;G) + 𝜆
∑︁
𝑘

∥𝜃𝑘 ∥22, (16)

where the hyperparameter 𝜆 is used to control the impact of weight
decay. It enhances the model’s generalization performance by pun-
ishing large weights and encouraging learning small balanced
weights which consequently decreases the complexity of the net-
work to prevent overfitting.

Moreover, jointly applying Max-norm and weight decay leads
to better performance because of their complementing benefits.
Generally, Max-norm caps large weights within the specific radius
and prevents them from dominating the training, while weight
decay on the small weights still improves the overall generalization
and avoids overfitting.

3.5 Training Pipeline
We train our RAHNet framework in a two-stage manner, which
decouples representation learning from classifier learning. We also
utilized different sampling strategies for different training stages:
(i) instance-balanced sampler, in which each data sample has the
same probability of being sampled; (ii) class-balanced sampler, in
which each class is sampled uniformly and each instance is sampled
uniformly within it.

In the first stage, we use an instance-balanced sampler to learn a
better feature extractor that preserves better generalizability. Given
a data batch 𝐵, we first transform 𝐵 to a two-viewed graph batch
𝐵 = (𝐵𝑣1, 𝐵𝑣2) through data augmentation. The original view of
batch𝐵𝑣1 is fed into the base branch and retrieval augmented branch
to deduce the standard cross-entropy loss L𝑏𝑎𝑠𝑒 and the retrieval
loss L𝑟𝑒𝑡 , respectively. While 𝐵 = (𝐵𝑣1, 𝐵𝑣2) is fed into the BSCL
module to deduce the contrastive loss L𝑐𝑜𝑛 . Finally, RAHNet sums
up those losses by:

L𝑡𝑜𝑡𝑎𝑙 = L𝑏𝑎𝑠𝑒 + 𝜂𝑟𝑒𝑡 · L𝑟𝑒𝑡 + 𝜂𝑐𝑜𝑛 · L𝑐𝑜𝑛, (17)

where 𝜂𝑟𝑒𝑡 and 𝜂𝑐𝑜𝑛 are hyperparameters that control the contri-
bution of different branches.
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Table 2: Long-tailed graph classification accuracy on six benchmark datasets with various IFs (best performance in bold).

Model Synthie ENZYMES MNIST Letter-high Letter-low COIL-DEL

IF=15 IF=30 IF=15 IF=30 IF=50 IF=100 IF=25 IF=50 IF=25 IF=50 IF=10 IF=20

GraphSAGE 34.74 30.25 30.66 25.16 68.67 63.46 51.06 42.16 86.00 84.32 38.80 31.32
Up-sampling 35.25 33.50 32.33 28.50 64.69 59.78 53.62 44.20 88.48 86.72 39.20 26.96

CB loss 34.75 30.75 32.19 26.83 68.85 63.40 53.76 45.06 87.46 85.44 41.72 32.34
LACE loss 33.25 30.85 31.16 25.50 69.72 64.59 47.46 38.94 87.89 84.69 41.96 32.18

Augmentation 39.37 35.37 32.08 26.75 72.18 68.17 49.28 42.36 88.32 86.40 38.18 30.80
G2GNN𝑛 38.08 27.94 35.00 29.17 70.91 66.73 58.91 51.12 89.49 87.98 38.32 27.98
G2GNN𝑒 40.19 37.53 35.83 29.50 73.69 70.31 58.85 49.96 89.84 87.80 39.18 31.06

GraphCL 40.25 36.25 36.66 29.83 69.37 65.12 57.34 48.93 89.28 87.89 42.02 33.19
SupCon 40.34 37.25 37.08 30.67 69.76 64.88 57.29 48.93 89.12 87.36 42.93 34.20

RAHNet 42.35 36.76 38.50 32.17 75.12 71.98 59.20 50.37 89.65 88.69 43.04 36.80
RAHNet𝑑𝑒𝑐 40.75 39.00 39.02 34.16 75.79 72.60 59.79 52.90 90.19 89.28 45.32 38.48

In the second stage, a class-balanced sampler together with Max-
norm and weight decay regularization are used to learn a balanced
classifier. To avoid representation damage because of the balanced
sampler, we fix the feature encoder and only fine-tune the classi-
fier layers with cross-entropy loss. The overall training pipeline is
illustrated in Algorithm 1.

3.6 Time Complexity Analysis
Denote the batch size 𝐵, and the average number of nodes in the
input graphs is |𝑉 |. The time complexity of acquiring embeddings
from the GNN encoder for a batch is 𝑂 (𝐵𝐿𝐷 |𝑉 |), where 𝐿 is the
number of layers of the encoder and 𝐷 denotes the embedding
dimension. With the pre-trained retrieval model, the complexity
of obtaining the retrieval feature is 𝑂 (𝑞𝐵), where 𝑞 is the num-
ber of retrievals. For BSCL, we calculate the loss for a batch in
𝑂 (𝐷𝐵2) time, and for the classifier re-balancing, the time com-
plexity of max-norm and weight decay is 𝑂 (𝐵𝐶), where 𝐶 is the
number of classes. Overall, the total time complexity for RAHNet
is 𝑂 (𝐵 (𝐿𝐷 |𝑉 | + 𝑞 + 𝐷𝐵 +𝐶)).

4 EXPERIMENT
4.1 Experimental Setups
Benchmark Datasets. We evaluate our proposed RAHNet on six
publicly accessible datasets in various fields, including synthetic
(Synthie [39]), bioinformatics (ENZYMES [51]), and computer vi-
sion (MNIST [9], Letter-high [49], Letter-low [49], and COIL-DEL
[49]). We follow Zipf’s law to process the original datasets into long-
tailed datasets. Moreover, we split the dataset into train/val/test
sets in a ratio of 60%/20%/20%, respectively.
Competing Models. We carry out comprehensive comparisons
with methods from four categories, which include: (a) data re-
balancing method, i.e., up-sampling [5], (b) loss re-weighting ap-
proaches, i.e., class-balanced (CB) loss [7], and logit adjustment
cross-entropy (LACE) loss [38], (c) information augmentation, i.e.,

data augmentation [66], and G2GNN [59], and (d) contrastive learn-
ing, i.e., GraphCL [65], and SupCon [23].

Implementation Details. For the proposed RAHNet, we use
GraphSAGE [13] as the base GNN encoder, and empirically set
the embedding dimension to 64, the number of epochs to 1000, and
batch size to 32. The softmax temperature 𝛾 is set to 0.2, the con-
trast weight 𝛼 is set to 0.05, and weight decay of the second stage is
0.1. Moreover, we tune 𝜂𝑟𝑒𝑡 , 𝜂𝑐𝑜𝑛 and 𝛿 for different datasets, and
average accuracy over 10 runs is used as the evaluation metric.

4.2 Results and Analysis
The experimental results on the six benchmarks with different im-
balance factors (IFs) are shown in Table 2. Our experiment involves
comparing the baseline methods with two variants of our RAHNet
model: one without weight regularization (RAHNet) and the other
with decoupled classifier training (RAHNet𝑑𝑒𝑐 ). We can make the
following observations:

• The classification performance of both baseline methods and our
proposed RAHNet suffers a sharp decrease in all six datasets
when the long-tailedness between head and tail classes increases,
indicating that GNNs often degrade and result in sub-optimal
classification performance under the long-tailed setting.
• Among the four categories of baselines, information augmenta-
tion approaches surpass data re-sampling and loss re-weighting
baselines on most datasets. This may be due to the fact that it
is crucial for information augmentation methods to explicitly
introduce new knowledge to enrich the tail classes, leading to
better representation ability for the tail. Moreover, contrastive
learning-based approaches exhibit relatively stable performance
across all six datasets.
• Our RAHNet and its variant (RAHNet𝑑𝑒𝑐 ) consistently outper-
form other baselines on all six datasets under different imbalance
settings, especially under harsh imbalance settings such as COIL-
DEL dataset with IF=20, where over 60 classes only contain less
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Table 3: Ablation study for the primary components of
RAHNet (RA: Retrieval Augmentation, SCL: Supervised Con-
trastive Learning, BSCL: Balanced Supervised Contrastive
Learning, and WR: Weight Regularization).

RA SCL BSCL WR Letter-high ENZYMES

! 48.83 36.67
! 48.93 37.08

! 49.51 37.78
! ! 49.58 37.83

! ! 50.76 37.61
! ! 50.37 38.50
! ! ! 52.90 39.02
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Figure 2: Per-class classification accuracy on the Letter-high
dataset with an IF of 50.

than 3 training samples. Moreover, even without re-balancing the
classifier, our RAHNet still outperforms the others in most sce-
narios, which implies that the retrieval branch and BSCL module
jointly learn discriminative representations and play a significant
role in alleviating the long-tailedness problem.

4.3 Ablation Study
We perform several ablation studies to characterize the proposed
RAHNet. First, we compare the performance of the primary com-
ponents of the framework in Table 3, where retrieval augmenta-
tion (RA), balanced supervised contrastive learning (BSCL), and
weight regularization (WR) are three main components in RAHNet
framework. Moreover, we investigate the effectiveness of BSCL
by substituting the supervised contrastive learning (SCL) module
for BSCL. All experiments are performed on Letter-high (IF=50)
and ENZYMES (IF=15). First of all, we can clearly observe that us-
ing both retrieval augmentation and balanced contrastive learning
solely can enhance the overall performance, and jointly training
the model with both of the components can significantly boost
the performance. Secondly, combining BSCL with other compo-
nents (RA + BSCL) outperforms RA + SCL. The results indicate
that SCL is not applicable to long-tailed datasets due to the lack of
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Figure 3: Hyper-parameter sensitivity study of RAHNet.

positive pairs for tail classes, and our proposed BSCL effectively
balanced the training in long-tailed distributions. Finally, our com-
plete framework achieves better performance, demonstrating that
weight regularization helps to learn an unbiased classifier under
the long-tailed setting.

We further study the impact of decoupling training by compar-
ing the per-class accuracy, the results are shown in Figure 2. It can
be observed that all the approaches, perform well on data-rich head
classes but significantly worse on the tail classes. Our RAHNet
framework enhances both head and tail classes classification accu-
racy with little loss of head-class performance. Without explicitly
re-balancing the data samples or loss contribution during training,
decoupling training with weight regularization still balances the
performance between head and tail classes well.

4.4 Hyper-parameter Study
We further study the sensitivity of hyper-parameters in RAHNet.
First, we examine the effect of Max-norm threshold 𝛿 by varying 𝛿
in {0.1, 0.2, 0.3, 0.4, 0.5} with all other hyper-parameters fixed. The
experimental results on the Letter-high and COIL-DEL datasets are
shown in Figure 3(a) and 3(b), respectively. We can clearly observe
that the classification accuracy rises as the Max-norm threshold
increases from 0.1 to 0.3, and the performance saturates as the
threshold reaches 0.3 on both datasets with various IFs, which
validates that larger 𝛿 offers more free space within the norm ball
to let weights grow and also caps the weights to prevent the head
class from dominating the training.

Moreover, we study the effect of loss weight hyper-parameters
of the retrieval loss 𝜂𝑟𝑒𝑡 and the contrastive loss 𝜂𝑐𝑜𝑛 , which are
critical to the learning of the feature extractor. We conduct experi-
ments on the Letter-high (IF=50) and COIL-DEL (IF=10) datasets by
varying 𝜂𝑟𝑒𝑡 ∈ {0.05, 0.1, 0.15, 0.2} and 𝜂𝑐𝑜𝑛 ∈ {0.6, 0.8, 1.0, 1.2}. In
Figure 3(c) and 3(d), It can be found that the accuracy reaches the
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Figure 4: Analysis of retrieval module on Letter-high (IF=25).
Left: Comparison of using different retrieval number𝑞; Right:
Label distributions of retrieval augmented training data.

peak when 𝜂𝑟𝑒𝑡 is set to 0.1 and 𝜂𝑐𝑜𝑛 is set to 1.0. As 𝜂𝑟𝑒𝑡 rises from
0.05 to 0.1, the performance improves accordingly. These results
indicate that increasing the retrieval branch contribution of loss
in an appropriate range can be beneficial to long-tailed learning
because tail classes are augmented with diverse retrieval features.
The BSCL module serves the purpose of representation enhance-
ment and highlights the tail classes during training. Therefore, the
effectiveness of BSCL is maximized when the contrastive loss shares
an equal contribution of the cross-entropy loss.

4.5 Retrieval Branch Analysis
As shown in Figure 4, we analyze the effectiveness of the retrieval
branch by varying the retrieval number 𝑞 from 0 to 15. We first
divide the different classes into many-shot, med-shot, and few-shot
categories according to their number of samples, and record the
corresponding accuracy when 𝑞 changes. It can be concluded that
the performance on med-shot and few-shot categories consistently
increases when 𝑞 increases from 0 to 10, indicating the retrieval
module is able to emphasize tail classes during training. Long-tailed
learning can also be formulated as a label shift problem where the
training and testing label distributions are different. Therefore, we
visualize the label distribution of original training data, testing
data, and retrieval augmented data. As can be seen from the figure,
retrieval augmentation alleviates the class long-tailedness by di-
minishing the dominance of the head class and making the label
distribution closely aligned with the distribution of the test data.
The top-10 distribution among various levels of augmentation ex-
hibited the lowest oscillation amplitude in the tail and demonstrated
the best overall performance.

4.6 Case Study
We investigate the power of our retrieval augmentation branch to
show the superiority of explicitly introducing extra knowledge via
a transfer learning approach. We visualize the feature distribution
of Letter-low with t-SNE in Figure 5, and we focus on a specified
class ID-15 in this case study. In (a), we first visualize the feature
distribution when ID-15 is a head class, and has the exact same
number of samples as other classes. We can observe that ID-15
generalizes well and has a clear decision boundary with neighbor-
ing classes due to abundant training samples. In (b), we limit the
training samples of ID-15, so it becomes a tail class. The feature

(a) ID-15 as a head-class

(b) ID-15 as a tail-class (c) ID-15 with retrieval augmentation

ID-1
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ID-3
ID-4
ID-5
ID-6
ID-7
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ID-12
ID-13
ID-14
ID-15
retrieval

Figure 5: Visualize the effectiveness of retrieval augmenta-
tion on the COIL-DEL dataset with t-SNE.

distribution of ID-15 collapses into a relatively small scope due to
the lack of intra-class variability. In (c), we augment the tail class
of ID-15 with relevant graphs collected from our retrieval branch.
The retrieval features are scattered around the original features of
ID-15 in the high-dimensional embedding space, which improve
the variety of tail class samples and promote the generalization
ability in the tail class.

5 CONCLUSION
This paper presents a retrieval augmented hybrid network (RAH-
Net), which combines transfer learning and decoupling training to
boost the learning of both the feature extractor and the classifier si-
multaneously. RAHNet leverages a retrieval augmented branch and
a balanced supervised contrastive learning module to jointly learn a
balanced feature extractor under the long-tailed setting. Moreover,
we re-balancing the classifier weight in norms by applying two
weight regularization techniques, which prevent the head classes
from dominating the training and improves the tail classes’ perfor-
mance. Extensive empirical studies on six benchmarks show that
our approach outperforms competitive baselines on long-tailed data.
A potential direction for future work is to enhance the retrieval
module by incorporating multi-modal knowledge.
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